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I Background - Retrieved Augmented LLMs

Challenges of current LLMs:

e Hallucination;
* Difficulty in updating infromation.

Retrieval Augmented LLMs:

* Actively retrieving information;

* Updating data source is convenient.

RA Workflows: How LLMs retrieve.

Similar to Agent Workflows

Info = {'name’ : 'Yann Lecun’, 'organization’ : 'N

target_publication_dict = sorted(target_person_pubs,

key=lambda x: x['num_citation'], reverse=True){0]
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Description: get Publication information by id
Parameters: publication_id
L Outputs: {'pub_info', ...}
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Fl’unctlon: searchPerson )

| Description: find matched person by name
Parameters: name

| Outputs: [{'person_id', 'person_info}, {...}]

(G Function: getPersonPubs

Description: get Publication by person_id
| Parameters: person_id
| Outputs: {'pub_id"..., ‘pub_info"...} )

Fig.1 Four Popular RA LLM Workflows.
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I Moltivation - Evaluation of RA LLMs

Given a Domain Task (whether General or Specific), which LLM and which RA Workflow to choose?

Shortcomings of exsisting evaluations: N ?
Domain Tasks | [C> (sackone) +|
LLMs Workflows

* Insufficient exploration of

combinations between LLMs and
RAG workflows. [ﬁ} {E}
* Lack comprehensive mining of the = =
domain knowledge. }%# { C J {O %}
- | | —

Fig.2 Combination of Task, LLMs and RA Workflow.
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I Moltivation - Benificial groups

Given a Domain Task (whether General or Specific), which LLM and which RA Workflow to choose?

(1) Researchers in evaluating and

contrasting RALLMs across tasks and ) )
domains, thereby guiding future research. E Domain Tasks J |:> =
LLMs Workflows

(2) Industry Professionals, particularly in
Al, by offering a resource for assessing

RALLMSs’ real-world applicability,
aiding in informed model selection.

(3) Developers, by providing a flexible

platform to test, refine, and deploy their
RALLMSs, and understand trade-offs Fig.2 Combination of Task, LLMs and RA Workflow.

between efficiency and effectiveness.
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I Evaluation Framework

We propose R-Eval, a Python toolkit designed to streamline the evaluation of different RAG workflows in

conjunction with LLMs on a specific domain’s task.

* A easy-to-use evaluation of the combination between RAG Workflows and LLMs
* Customized testing data in specific domains through template-based question generation
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Fig.3 Framework of R-Eval.
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I Evaluation Result - Performance Ranking

We will organize our experiment and analysis results with six research questions (RQs).

Workflow | LLM aminer KS aminer KU | aminer KA Overall Average (Level 1, 2, 3)
1-3 Rank | 2-4 Rank | 3-5 Rank | wiki Rank aminer Rank all Rank
ReAct gpt-4-1106 89.7 1st | 46.7 3rd | 57.7 st | 388 1st 64.7 1st 453 1st
Key factors of PAL gpt-3.5-turbo | 80.1 3rd | 50.7 2nd | 549 2nd | 199 6th 61.9 2nd 304 2nd
PAL gpt-4-1106 59.3 4th | 56.8 1st | 52.7 3rd | 203 5th 56.2 3rd  29.2 3rd
RA Systems: ReAct llama2-7b-chat | 45.2 5th | 36.5 6th | 21.5 6th | 238 3rd 34.4 5th  26.4 4th
PAL llama2-13b 25.3 6th | 36.4 7th | 203 7th | 252  2nd 27.3 6th 257 5th
ReAct gpt-35-turbo | 846  2nd | 40  14th | 33.0 ath | 19.6 7th 40.6 4th 249 6th
e Backbone LLM  React vicuna-13b 199 10th| 60 13th| 71 16th | 207  4th 1.0 17th 182 7t
PAL tulu-7b 91  15th | 26.8 oth | 115  12th | 18.9 8th 15.8 9th 18.1 8th
PAL vicuna-13b 45  17th | 40.9 4th | 23  20th | 167 9th 15.9 8th  16.5 9th
« RA Workflow ReAct llama2-13b 167 13th | 07  19th | 23.2 5th | 150  10th 135 12th 146  10th
PAL llama2-7b-chat | 18.7  12th | 28  15th | 16.1 8th | 124  1lth 125  14th 124  11th
PAL codellama-13b | 4.4  18th | 383 5th | 81  14th | 100  14th 16.9 7th 117  12th
e Task Domain PAL toolllama2-7b 1.6  20th | 244 10th | 46 18th | 122  12th 102  18th 117  13th
ReAct tulu-7b 40  19th | 27.8 8th | 79 15th | 103  13th 132 13th 110  14th
DFSDT gpt-4-1106 20.6 9th | 96 12th | 11.8 11th | 99  15th 140 11th 109  15th
e Task Level FC gpt-4-1106 24.7 7th | 109  11th | 102  13th | 82  18th 153  10th 99  16th
FC gpt-35-turbo | 190  11th | 1.0  17th | 15.9 oth | 88  16th 120 15th 9.6  17th
ReAct toolllama2-7b | 150  14th | 22  16th | 57 17th | 83  17th 76  19th 81  18th
DFSDT gpt-3.5-turbo | 20.7 8th| 02 20th | 138 10th | 48  20th 116  16th 65  19th
ReAct codellama-13b | 02  21th | 08 18th | 07 21th| 70  19th 0.6 21th 54  20th
DFSDT toolllama2-7b | 7.1  16th | 00  2ith | 23  19th | 35  2ith 31  20th 34  2ith

Fig.4 Evaluation Results of R-Eval on AMiner, wiki and overall ranking.
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I Evaluation Result - Performance Ranking

Key factors of
RA Systems:

e Backbone LLM
« RA Workflow

e Task Domain

e Task Level

R-Eval: A Unified Toolkit for Evaluating Domain Knowledge of Retrieval Augmented Large Language Models

RQ 1: How effective are RALLMSs across three levels’ tasks?

Workflow | LLM | aminer KS aminer KU | aminer KA Overall Average (Level 1, 2, 3)

| 1-3 Rank | 2-4 Rank | 3-5 Rank | wiki Rank aminer Rank all Rank
ReAct gpt-4-1106 89.7 st | 467  3rd | 57.7 1st | 388 1st 64.7 Ist 453 1st
PAL gpt-35-turbo | 801  3rd | 507  2nd | 549  2nd | 199  6th 619 2nd 304  2nd
PAL gpt-4-1106 593  4th | 56.8 Ist | 527  3rd | 203  5th 562  3rd 292  3rd
ReAct llama2-7b-chat | 452  5th | 365  6th | 21.5  6th | 238  3rd 344  5th 264  4th
PAL llama2-13b | 253 6th | 364  7th| 203  7th| 252  2nd 273  6th 257  5th
ReAct gpt-35-turbo | 846 2nd | 40 _ 14th | 330 _ 4th | 196  7th 406  4th 249  6th
ReAct vicuna-13b 199  10th | 60  13th | 71  16th | 207  4th 110 17th 182  7th
PAL tulu-7b 91  15th | 268  9th | 115 12th | 189  8th 158  oth 181  8th
PAL vicuna-13b 45 17th | 409  4th | 23 20th | 167  9th 159  8th 165  9th
ReAct llama2-13b 167 13th | 07 19th | 232  5th| 150  10th 135 12th 146  10th
PAL llama2-7b-chat | 187  12th | 28  15th | 161  8th | 124  1ith 125  14th 124  11th
PAL codellama-13b | 44  18th | 383  5th| 81  14th | 100  14th 169  7th 117  12th
PAL toolllama2-7b | 1.6  20th | 244  10th | 46  18th | 122  12th 102  18th 117  13th
ReAct tulu-7b 40 19th | 278  8th| 79 15th | 103  13th 132 13th 110  14th
DFSDT gpt-4-1106 206  9th| 96 12th | 11.8 11th | 99  15th 140  1ith 109  15th
FC gpt-4-1106 247  7th | 109 11th | 102  13th | 82  18th 153 10th 99  16th
FC gpt-35-turbo | 190  11th | 1.0  17th | 159  9th | 88  16th 120 15th 96  17th
ReAct toolllama2-7b | 150  14th | 22 16th | 57 17th| 83  17th 76 19th 81  18th
DFSDT gpt-35-turbo | 207  8th | 02 20th | 138 10th | 48  20th 116 16th 65  19th
ReAct codellama-13b | 02 21th | 08 18th| 07 21th| 70 19 0.6 21th 54  20th
DFSDT toolllama2-7b | 7.1  16th | 0.0 21th | 23  19%th| 35  2ith 31 20th 34  21th

Fig.4 Evaluation Results of R-Eval on AMiner, wiki and overall ranking.
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I Evaluation Result - Performance Ranking

Key factors of
RA Systems:

e Backbone LLLM
e RA Workflow
e Task Domain

e Task Level
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RQ 2: How effective are RALLMs on wiki and aminer domain?

Workflow | LLM aminer KS aminer KU | aminer KA Overall Average (Level 1, 2, 3

1-3 Rank | 2-4 Rank | 3-5 Rank | wiki Rank aminer Rank all Rank
ReAct gpt-4-1106 89.7 st | 467  3rd | 57.7 1st | 388 1st 64.7 453 1st
PAL gpt-35-turbo | 801  3rd | 507  2nd | 549  2nd | 199  6th 619 2nd 304  2nd
PAL gpt-4-1106 593  4th | 56.8 Ist | 527  3rd | 203  5th 562  3rd 292  3rd
ReAct llama2-7b-chat | 452  5th | 365  6th | 21.5  6th | 238  3rd 344  5th 264  4th
PAL llama2-13b 253  6th | 364  7th | 203  7th | 252  2nd 273  6th 257  5th
ReAct gpt-35-turbo | 846  2nd | 40  14th | 330  4th |_196 7t 406 4th 249  6th
ReAct vicuna-13b 199 10th | 60 13th| 71  16th ﬁ 207 4th 110  17th 182  7th
PAL tulu-7b 91  15th | 268  9th | 115 12th | 189  8th 158  oth 181  8th
PAL vicuna-13b 45 17th | 409  4th | 23 20th | 167  9th 159  8th 165  9th
ReAct llama2-13b 167 13th | 07 19th | 232  5th| 150  10th 135 12th 146  10th
PAL llama2-7b-chat | 187  12th | 28  15th | 161  8th | 124  1ith 125  14th 124  11th
PAL codellama-13b | 44  18th | 383  5th| 81  14th | 100  14th 169  7th 117  12th
PAL toolllama2-7b | 1.6  20th | 244  10th | 46  18th | 122  12th 102  18th 117  13th
ReAct tulu-7b 40 19th | 278  8th| 79 15th | 103  13th 132 13th 110  14th
DFSDT gpt-4-1106 206  9th| 96 12th | 11.8 11th | 99  15th 140  1ith 109  15th
FC gpt-4-1106 247  7th | 109 11th | 102  13th | 82  18th 153 10th 99  16th
FC gpt-35-turbo | 190  11th | 1.0  17th | 159  9th | 88  16th 120 15th 96  17th
ReAct toolllama2-7b | 150  14th | 22 16th | 57 17th| 83  17th 76 19th 81  18th
DFSDT gpt-35-turbo | 207  8th | 02 20th | 138 10th | 48  20th 116 16th 65  19th
ReAct codellama-13b | 02 21th | 08 18th| 07 21th| 70 19 0.6 21th 54  20th
DFSDT toolllama2-7b | 7.1  16th | 0.0 21th | 23  19%th| 35  2ith 31 20th 34  21th

Fig.4 Evaluation Results of R-Eval on AMiner, wiki and overall ranking.
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I Evaluation Result - Performance Ranking

RO 3: Which RAG workflow and LLM combination is the best?

Workflow | LLM aminer KS aminer KU | aminer KA Overall Average (Level 1, 2, 3)
1-3 Rank | 2-4 Rank | 3-5 Rank | wiki Rank aminer Rank | all Rank
| ReAct gpt-4-1106 89.7 1st | 46.7 3rd | 57.7 st | 388 1st 64.7 1st 453 1st
Key factors of PAL gpt-3.5-turbo | 80.1 3rd | 50.7 2nd | 549 2nd | 199 6th 61.9 2nd 304 2nd
PAL gpt-4-1106 59.3 4th | 56.8 1st | 52.7 3rd | 203 5th 56.2 3rd  29.2 3rd
RA Systems: ReAct llama2-7b-chat | 45.2 5th | 36.5 6th | 21.5 6th | 238 3rd 34.4 5th  26.4 4th
PAL llama2-13b 25.3 6th | 36.4 7th | 203 7th | 252  2nd 27.3 6th 257 5th
ReAct gpt-35-turbo | 846  2nd | 40  14th | 33.0 ath | 19.6 7th 40.6 4th 249 6th
* Backbone LLM  React vicuna-13b 199 10th| 60 13th| 71  16th | 207  4th 110 17th 182  7th
PAL tulu-7b 91  15th | 26.8 oth | 115  12th | 18.9 8th 15.8 9th 18.1 8th
PAL vicuna-13b 45  17th | 40.9 4th | 23  20th | 167 9th 15.9 8th  16.5 9th
« RA Workflow ReAct llama2-13b 167 13th | 07  19th | 23.2 5th | 150  10th 135  12th 146  10th
PAL llama2-7b-chat | 18.7  12th | 28  15th | 16.1 8th | 124  1lth 125  14th 124  11th
PAL codellama-13b | 4.4  18th | 383 5th | 81  14th | 100  14th 16.9 7th 117  12th
e Task Domain PAL toolllama2-7b 1.6  20th | 244 10th | 46 18th | 122  12th 102  18th 117  13th
ReAct tulu-7b 40  19th | 27.8 8th | 79 15th | 103  13th 132 13th 110  14th
DFSDT gpt-4-1106 20.6 9th | 96 12th | 11.8 11th | 99  15th 140 11th 109  15th
e Task Level FC gpt-4-1106 24.7 7th | 109  11th | 102  13th | 82  18th 153  10th 99  16th
FC gpt-35-turbo | 190  11th | 1.0  17th | 15.9 oth | 88  16th 120 15th 9.6  17th
ReAct toolllama2-7b | 150  14th | 22  16th | 57 17th | 83  17th 76  19th 81  18th
DFSDT gpt-3.5-turbo | 20.7 8th| 02 20th | 138 10th | 48  20th 116  16th 65  19th
ReAct codellama-13b | 02  21th | 08 18th | 07 21th| 70  19th 0.6 21th 54  20th
DFSDT toolllama2-7b | 7.1  16th | 00  2ith | 23  19th | 35  2ith 31  20th 34  2ith

Fig.4 Evaluation Results of R-Eval on AMiner, wiki and overall ranking.
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I Evaluation Result - Performance Ranking

RQ 4: Which LLM best matches each RAG workflow?

Key factors of

RA Systems: [

* Backbone LLM |

* RA Workflow

e Task Domain

e Task Level

R-Eval: A Unified Toolkit for Evaluating Domain Knowledge of Retrieval Augmented Large Language Models

Workflow | LLM aminer KS aminer KU | aminer KA Overall Average (Level 1, 2, 3)

1-3 Rank | 2-4 Rank | 3-5 Rank | wiki Rank aminer Rank | all Rank
ReAct gpt-4-1106 89.7 st | 467  3rd | 57.7 1st | 388 1st 64.7 Ist 453 1st
PAL gpt-35-turbo | 801  3rd | 507  2nd | 549  2nd | 199  6th 619 2nd 304  2nd
PAL gpt-4-1106 593  4th | 56.8 Ist | 527  3rd | 203  5th 562  3rd 292  3rd
ReAct llama2-7b-chat | 452  5th | 365  6th | 21.5  6th | 238  3rd 344  5th 264  4th
PAL llama2-13b 253  6th | 364  7th | 203  7th | 252  2nd 273  6th 257  5th
ReAct gpt-35-turbo | 846  2nd | 40  14th | 330  4th | 196  7th 406  4th 249  6th
ReAct vicuna-13b 199 10th| 60 13th | 71  16th | 207  4th 110 17th 182  7th
PAL tulu-7b 91  15th | 268  9th | 115 12th | 189  8th 158  oth 181  8th
PAL vicuna-13b 45 17th | 409  4th | 23 20th | 167  9th 159  8th 165  9th
ReAct llama2-13b 167 13th | 07 19th | 232  5th| 150  10th 135 12th 146  10th
PAL llama2-7b-chat | 187  12th | 28  15th | 161  8th | 124  1ith 125  14th 124  11th
PAL codellama-13b | 44  18th | 383  5th| 81  14th | 100  14th 169  7th 117  12th
PAL toolllama2-7b | 1.6  20th | 244  10th | 46  18th | 122  12th 102  18th 117  13th
ReAct tulu-7b 40 19th | 278  8th| 79 15th | 103  13th 132 13th 110  14th
DFSDT gpt-4-1106 206  9th| 96 12th | 11.8 11th | 99  15th 140  1ith 109  15th
FC gpt-4-1106 247  7th | 109 11th | 102  13th | 82  18th 153 10th 99  16th
EC gpt-35-turbo | 190  11th | 1.0  17th | 159  9th | 88  16th 120 15th 96  17th
ReAct toolllama2-7b | 150  14th | 22 16th | 57 17th| 83  17th 76 19th 81  18th
DFSDT gpt-35-turbo | 207  8th | 02 20th | 138 10th | 48  20th 116 16th 65  19th
ReAct codellama-13b | 02 21th | 08 18th| 07 21th| 70 19 0.6 21th 54  20th
DFSDT toolllama2-7b | 7.1  16th | 0.0 21th | 23  19%th| 35  2ith 31 20th 34  21th

Fig.4 Evaluation Results of R-Eval on AMiner, wiki and overall ranking.
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I More Analysis Toolkits - Exrror Analysis

RQ 5: What types of errors does GPT-4 make across different workflows?

Exact Match (EM) , Answer Match (AM), Grounded-generation Error (GE),

Reasoning Error (RE), Tool-using Error (TE)

RE
45.5%

(a) ReAct (b) PAL (c) DFSDT (d) FC

Fig.5 Error Analysis.
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I Visilization of the performance

RO 6: Which system offers the best practical performance (both in
terms of efficiency and effectiveness) within the specific domain?

wiki_KS

wiki KS
s e 0.6 GRESS
? gpt-4
aminer KA . wiki KU aminer/KA _:.5 wiki_KU B.E
o4
(=)
&
o
\ 0.3 llama2-13b
alner KL . Wiki_ KA aminer_KU ‘\"“.'xh ),'f wiki_KA
| % 0.2
tulu7b codellama-13b
llama2-7b vicuna-13b
aminer KS aminer_KS 0.1 toolllama2-7b
B gpt-3.5 . gpt-4 B toolllama2-7b I lama2-7b 20 40 60 80 100 120
Execution time (s)
(a) ReAct (b) PAL
Fig.6 Radar map of single system’s performance. Fig.7 Efficiency Evaluation.
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I Welcome to use R-Eval

& & TH1

(base) user:~ $ python eval.py --agent_name react --model gpt-4 --environment aminer --dataset soaybench

R-Eval Github Repo Link: < FAQ
https://github.com/THU-KEG/R-Eval

» What would be needed for a user with their own domain-specific dataset to apply this framework on their data?
> What kind of retrieval components of dense retrieval or generative retrieval are built it?

» Can LLM based on knowledge graph retrieval also be incorporated under R-eval?

» R-eval includes the retrieval component inside? Then, how other collections can be added for RALLM?

» |s R-Eval just to collect some of the existing methods and benchmarks, and integrate them together to conduct
a comprehensive evaluation?

> There are multiple LLMs missing in two rightmost figures in Figure 4.
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https://github.com/THU-KEG/R-Eval
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