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Background - Retrieved Augmented LLMs

Challenges of current LLMs:

• Hallucination;
• Difficulty in updating infromation.

Retrieval Augmented LLMs:

• Actively retrieving information;
• Updating data source is convenient.

RA Workflows: How LLMs retrieve.

Similar to Agent Workflows

Fig.1 Four Popular RA LLM Workflows.
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Moltivation - Evaluation of RA LLMs
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Given a Domain Task (whether General or Specific), which LLM and which RA Workflow to choose?

Shortcomings of exsisting evaluations:

• Insufficient exploration of 
combinations between LLMs and 
RAG workflows.

• Lack comprehensive mining of the 
domain knowledge.

Fig.2 Combination of Task, LLMs and RA Workflow.
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Moltivation - Benificial groups
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(1) Researchers in evaluating and 
contrasting RALLMs across tasks and 
domains, thereby guiding future research. 

(2) Industry Professionals, particularly in 
AI, by offering a resource for assessing 
RALLMs’ real-world applicability, 
aiding in informed model selection. 

(3) Developers, by providing a flexible 
platform to test, refine, and deploy their 
RALLMs, and understand trade-offs
between efficiency and effectiveness.

Fig.2 Combination of Task, LLMs and RA Workflow.

Given a Domain Task (whether General or Specific), which LLM and which RA Workflow to choose?
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Evaluation Framework
We propose R-Eval, a Python toolkit designed to streamline the evaluation of different RAG workflows in 
conjunction with LLMs on a specific domain’s task.

• A easy-to-use evaluation of the combination between RAG Workflows and LLMs
• Customized testing data in specific domains through template-based question generation

Fig.3 Framework of R-Eval.
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Key factors of
RA Systems:

• Backbone LLM

• RA Workflow

• Task Domain

• Task Level

Evaluation Result - Performance Ranking
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Fig.4 Evaluation Results of R-Eval on AMiner, wiki and overall ranking.

We will organize our experiment and analysis results with six research questions (RQs).
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Fig.4 Evaluation Results of R-Eval on AMiner, wiki and overall ranking.

RQ 1: How effective are RALLMs across three levels’ tasks?
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Fig.4 Evaluation Results of R-Eval on AMiner, wiki and overall ranking.

RQ 2: How effective are RALLMs on wiki and aminer domain?
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Fig.4 Evaluation Results of R-Eval on AMiner, wiki and overall ranking.

RQ 3: Which RAG workflow and LLM combination is the best?
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Fig.4 Evaluation Results of R-Eval on AMiner, wiki and overall ranking.

RQ 4: Which LLM best matches each RAG workflow?



Fig.5 Error Analysis.

More Analysis Toolkits - Error Analysis
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RQ 5: What types of errors does GPT-4 make across different workflows?

Exact Match (EM) , Answer Match (AM), Grounded-generation Error (GE), 

Reasoning Error (RE), Tool-using Error (TE)



Fig.6 Radar map of single system’s performance.

Visilization of the performance 
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RQ 6: Which system offers the best practical performance (both in
terms of efficiency and effectiveness) within the specific domain?

Fig.7 Efficiency Evaluation.



Welcome to use R-Eval
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(base) user:~ $ python eval.py --agent_name react --model gpt-4 --environment aminer --dataset soaybench

R-Eval Github Repo Link:
https://github.com/THU-KEG/R-Eval

https://github.com/THU-KEG/R-Eval


Thank you!

Yuanchun’s
WeChat

Yuanchun’s
HomePage
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