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About Me

https://wangyc-99.github.io/
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Selected Publications:
• Tool Intelligence of LLMs

• SoAy: A Solution-based LLM API-using Methodology for Academic Information Seeking
• R-Eval: A Unified Toolkit for Evaluating Domain Knowledge of Retrieval Augmented Large 

Language Models

• AI for Education

• From MOOC to MAIC: Reshaping Online Teaching and Learning through LLM-driven Agents



LLM Specific Domain Application

Currently, the common requirement of LLM 

specific domain application is domain QA.

Challenge of the directly deployment of LLMs 

into a specific domain:

Hallucination in General-purpose LLMs:

• Lack of command of Domain Knowledge

• Difficult in Information updating

https://kili-technology.com/large-language-models-llms/building-domain-specific-llms-examples-and-techniques

Fig.1 ChatGPT hallucinates on providing scientific reference.
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LLM Specific Domain Application

Methods of apply LLM into specific domain:

• Training on collected domain dataset.

• High cost of data collecting.

• Still difficult in information updating

• Text2SQL

• Retrieval-augmented Generation

Med-PaLM. Google Research. Nature (https://www.nature.com/articles/s41586-023-06291-2)

Fig.2 Flan-PaLM into Med-PaLM: Training on medical data.
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LLM Specific Domain Application

Methods of apply LLM into specific domain:

• Training on collected domain dataset.

• Text2SQL

• Limited on specific SQL Language.

• Safety concerns about interaction 

directly with DB.

• Retrieval-augmented Generation

CodeS: Towards Building Open-source Language Models for Text-to-SQL. Haoyang Li, Jing Zhang, etc. (SIGMOD’24)

Fig.3 LLM interaction with domain KB through SQL query.
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LLM Specific Domain Application

Methods of apply LLM into specific domain:

• Training on collected domain dataset.

• Text2SQL

• Retrieval-augmented Generation

• Through Retriever

• Through External Tools (Tool Learning)

Fig.4 LLM specific domain application through RAG.

https://kili-technology.com/large-language-models-llms/building-domain-specific-llms-examples-and-techniques
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LLM Tool Learning

LLMs can use tools to interact with external 

environment, including web news, calculator, real-

world agent scene, and domain knowledge...

• How to teach LLMs to use IR tools to get domain 

knowledge?

• How to evaluate the ability of the LLM domain 

tool using?  

Fig.5 LLM specific domain application through Tool Learning.

Survey: Tool Learning with Large Language Models. Changle Qu, Sunhao Dai, etc. (Arxiv)
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SoAy: A Solution-based LLM API-using 
Methodology for Academic Information Seeking

[Paper] https://arxiv.org/pdf/2405.15165

[Code] https://github.com/RUCKBReasoning/SoAy

[System] https://soay.aminer.cn/

[Model] https://huggingface.co/frederickwang99/soayllama_v2_7b

[Benchmark & Dataset] https://huggingface.co/datasets/frederickwang99/SoAyBench
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https://arxiv.org/pdf/2405.15165
https://github.com/RUCKBReasoning/SoAy
https://soay.aminer.cn/
https://huggingface.co/frederickwang99/soayllama_v2_7b
https://huggingface.co/datasets/frederickwang99/SoAyBench


Seeking Academic Metadata
Query: How many times has New York University's Yann LeCun's most cited publication been cited?

Step 1: Typing Keywords in the searching box
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Query: How many times has New York University's Yann LeCun's most cited publication been cited?

Step 2: Find the probable item in the results list.

Seeking Academic Metadata

10



Query: How many times has New York University's Yann LeCun's most cited publication been cited?

Step 3: Seek the target information on the page

Seeking Academic Metadata
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Academic Information Systems API Calling
Query: How many times has New York University's Yann LeCun's most cited publication been cited?

searchPersonYann LeCun, NYU

getPersonPubs

getPublication

➤ [{ person_id: ec0f***jsk,
person_name: Yann LeCun, ... }]➤

➤
[{ pub_id : al4k***8fa, ...},
{ pub_id : 79pa***rjk, ...},
{ pub_id : q2f4***n3c, ...}...]

➤ec0f***jsk

al4k***8fa
79pa***rjk
q2f4***n3c

➤ ➤
[{ title: Efficient Backprop, citation: 7145},
{ title: Deeplearning, citation: 79904},
{ title: The Minist Database, citation: 7592}...]
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LLM API-Using 
Query: How many times has New York University's Yann LeCun's most cited publication been cited?

Retrieval & Execution:
Failed to handle
API Coupling

DFSDT Reasoning:
Could not meet
the Efficiency needs

SoAy: 

Pre-defined Solution
& 

Solution-based Program
Generation

Fig.6 Different API-using sturctures facing the same academic question.
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SoAy: SoAPIs Applying Framework
Query: How many times has New York University's Yann LeCun's most cited publication been cited?

Fig.7 SoAy Framework.
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SoAyBench

Question statistics in SoAyBench.

To assess API utilization capabilities, it is essential to publish the foundational APIs of AMiner for LLMs to 
invoke and provide a test set composed of academic {Query, Code, Answer} triplets for evaluation. 

However, given the dynamic nature of academic data, with scholar and publication information rapidly 
changing, maintaining a test set with static answers proves challenging.

To address this challenge, we clone AMiner's SoAPIs at a specific point in time to create a static service, 
from which we generate a corresponding static test set.

SoAyBench now are open-sourced at : 🤗 Hugging Face: 
https://huggingface.co/datasets/frederickwang99/SoAyBench

15



SoAyEval
We outline five types of evaluation metrics.

* EM: Both the retrieved solution and answer Exactly Match the ground truth. 

* DS: The answer is correct, but a Different Solution is retrieved compared to the ground truth. 

* WS: The answer is wrong due to a Wrong Solution. 

* WP: The solution is correct but the answer is wrong, due to a Wrong Program generated for the solution,

which can be executed but yields the wrong answer. 

* EE: Execution Error, which may by caused by the generation of a nonexecutable program or network 

errors during the APIs request. 

16



Results on SoAyBench - Part I
Results on SoAyBench. DS, WS, WP and EE are differenct types of error,  ACC denotes a accurate answer, EM means exact 
match, not only the answer but also the solution. Score is a weighted sum of the ACC score on different question types.
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Results on SoAyBench - Part II
Results on SoAyBench. DS, WS, WP and EE are differenct types of error,  ACC denotes a accurate answer, EM means exact 
match, not only the answer but also the solution. Score is a weighted sum of the ACC score on different question types.
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Efficiency & Online Evaluation
To evaluate how efficient are SoAy, we compare the average response time of different methods (second).

To test weather SoAy could meet the need of real-world user requirement, we implement SoAy as an online 
application, gather 56 real user demands from the logs, and invite 10 annotators to conduct human 
evaluation.

Fig.8 Online Gathered Question statistics. Fig.9 Results of Online Human Evaluation 19



Results on SoAyBench - Weak to Strong Supervision
A Small Model trained on Data generated by GPT-4 can outperform GPT-4, and also more efficient.
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Deployment on other Academic Platforms
AMiner APIs are NOT the only that face the coupling challenges.
We also deployment SoAy on two other open-sourced scenarios: OpenLibrary and CrossRef 
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Challenges of the SoAyBench & SoAyEval

There’s still some challenges on the evaluation part of specific-domain tool using. 

• The benchmark or evaluation set is limited on the Academic domain.

• The complexity of testing on the combination of the LLMs, Tool-using Workflows and the domains.
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R-Eval: A Unified Toolkit for Evaluating Domain Knowledge 
of Retrieval Augmented Large Language Models

[Paper] Accepted by KDD’24 (ADS track), under camera ready preparation.

[Code & Toolkit] https://github.com/THU-KEG/R-Eval
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Background - Component Selection

Given a Specific Domain, which LLM and 
which RAG Workflow to choose?

Shortcomings of exsisting evaluations:

• Insufficient exploration of combinations
between LLMs and RAG workflows.

• Lack comprehensive mining of the 
domain knowledge.

Fig.10 Four Popular RAG Workflows.
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Evaluation Framework
Inspired by KoLA and SoAy, We propose R-Eval, a Python toolkit designed to streamline the evaluation 
of different RAG workflows in conjunction with LLMs on a specific domain’s task.

• A easy-to-use evaluation of the combination between RAG Workflows and LLMs
• Customized testing data in specific domains through template-based question generation

Fig.11 Framework of R-Eval.KoLA: https://iclr.cc/virtual/2024/poster/19238
SoAy: https://arxiv.org/pdf/2405.15165 25



Evaluation Result - Performance Ranking

Fig.12 Evaluation Results of R-Eval on AMiner, wiki and overall ranking.
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Fig.12 Evaluation Results of R-Eval on AMiner, wiki and overall ranking.

The same 
Workflow + 
LLM,

Same 
Domain Task

Differenct
Level

Evaluation Result - Performance Ranking
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Fig.12 Evaluation Results of R-Eval on AMiner, wiki and overall ranking.

The same 
Workflow + 
LLM,

Different
Domain 

Evaluation Result - Performance Ranking
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Fig.12 Evaluation Results of R-Eval on AMiner, wiki and overall ranking.

The same 
LLM & 
Domain

Different 
Workflow

Evaluation Result - Performance Ranking
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Fig.12 Evaluation Results of R-Eval on AMiner, wiki and overall ranking.

The same 
Workflow & 
Domain

Different 
LLM

Evaluation Result - Performance Ranking
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Fig.13 Radar map of single system’s performance.

Visilization of the performance 
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Fig.14 Error Analysis.

Error Analysis & Efficiency Evaluation 

Fig.15 Efficiency Evaluation.
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Challenges & Future Directions

In the area of Tool Learning and Specific Domain Application, there still remains some challenges.

• High Latency in Tool Learning,

• Rigorous and Comprehensive Evaluation,

• Comprehensive and Accessible Tools,

• Safe and Robust Tool Learning,

• Real-Word Benchmark for Tool Learning,

• Tool Learning with Multi-Modal
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Welcome to Follow our work!

R-Eval Github Link:
https://github.com/THU-KEG/R-
Eval

SoAy Applied System Link: 
http://soay.aminer.cn

Github Link:
https://github.com/RUCKBReasoni
ng/SoAy
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https://github.com/THU-KEG/R-Eval
http://soay.aminer.cn/
https://github.com/WangYC-99/ArnetGPT


Thank you!
Yuanchun’s
WeChat
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